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Abstract

Automated planners have been employed in a variety of
robotics applications. However, there still remains a distinct
divide between task planning, or high-level planning, and its
counterparts in robotics. In particular, navigation and dia-
logue planning have emerged as important concerns in the
quest to make realistic end-to-end robotic systems a reality.
However, in the absence of a unifying problem to solve, col-
laborations between these three fields have been sparse and
mostly narrow and project-driven. In this paper, we discuss
Human-Robot Teaming as that unifying problem, and outline
via a simple example the various sub-fields of the different
kinds of planning that interact naturally to produce a solution
to the overall problem. Our hope is to spur the various, frag-
mented planning communities into further collaboration by
highlighting the rich potential of these interactions.

1 Introduction
Automated planning systems have come a long way since
the days of the STRIPS planner (Fikes and Nilsson 1972)
and Shakey the Robot. Specifically, the evolution of fast
heuristics and various compilation methods has enabled the
application of state-of-the-art planners to cutting edge re-
search problems in robotics. Planners – in one form or the
other – now regularly guide robotic systems that hitherto had
to rely on painstakingly pre-programmed scripts in a robust
and real-time manner. The idea that robotic agents need to
be endowed with autonomy is not new – from depictions
in popular culture to actual deployed agents, robots are as-
sumed to be autonomous and independent in many crucial
ways. However, it is the meaning of this autonomy that is
constantly changing. Much remains to be done is defining
a full taxonomy for the usage of the word planning when it
comes to robotic systems. Such an effort would go a long
way towards recognizing the various disciplines and sub-
fields that have hitherto been treated as separate from each
other, and spur research on further bridging the divide be-
tween the automated planning and robotics communities.

Apart from automated planning – alternatively known as
task planning – robotic systems have also had to contend
with navigation or path planning. Increasingly, dialogue
planning is gaining importance as well, reflecting the key
role that speech and dialogue play in interaction with hu-
mans. All three of these fields house thriving research com-
munities that report progresses at highly rated venues year

after year. However, collaborations between these fields are
few and far in between, and usually only come about as a
result of integrated systems that are task or project specific.

In this paper, we discuss a motivating problem that brings
these different types of planning together, and outline a sim-
ple example task that demonstrates the need for different
kinds of planning. We conclude by pointing out various
connections between existing work in the field of automated
planning, and important and outstanding problems in other
fields associated with robotics.

2 Planning for Human-Robot Teaming
Human-Robot Teaming scenarios are defined as those that
involve humans working with autonomous robotic agents to
achieve high-level goals that are determined and specified by
a human (Talamadupula et al. 2011). Alternatively, any gen-
eral problem that considers symbiotic interaction between
humans and robots (Rosenthal, Biswas, and Veloso 2010)
can be used to illustrate the point that we wish to make, too.
Here we present a simple example of an HRT task.
A Motivating Example Consider a robot, Cindy, that must
deliver a medical kit to Commander Z. Cindy is told that there
is such a kit in a room at the end of the hallway, what the kit
looks like, and instructed to remain undetected by the enemy
while performing this task. Just before entering the room, Cindy
encounters Commander Y, who asks her to void her earlier, more
important goal in order to follow him. Cindy declines while
indicating urgency and interruption in her voice, and negotiates a
commitment to meet Commander Y wherever he happens to be
when she achieves her current goal. Arriving outside the room
where Commander Z is located, she senses that the door is closed,
thus triggering a further query to her handler. Cindy is instructed to
try a new action – pushing the door open with her hand. She enters
the room and delivers the kit to Commander Z, who reinforces the
commitment that she must go meet Commander Y at his current
location at once.
Even in this simple task, various planning modalities must
interact and occur in parallel to enable the script.

1. Task Planning: Agents must be able to plan for changing
or conditional goals like the medical kit (Talamadupula
et al. 2010), elaboration of the goals associated with
the task (Baral and Zhao 2008) as well as trajectory
constraints like ‘remain undetected’ on the form of the
plan (Mayer et al. 2007). Additionally, the task planner
may have to deal with updates to the model that are either
learned, or specified by humans (Cantrell et al. 2012).
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Figure 1: A schematic of the various interactions present in
a simple Human-Robot Teaming task.

2. Path Planning: Autonomous robots must be endowed
with capabilities of planning their paths. These may in-
clude planning with goal-oriented actions like looking
for the medical kit (Simmons and Koenig 1995), finding
the shortest path to the room that holds the kit (Koenig,
Likhachev, and Furcy 2004), obeying constraints on the
trajectories of the path (Saffiotti, Konolige, and Ruspini
1995) or planning for agents that exhibit different dynam-
ics, like UAVs and AUVs (McGann et al. 2008).

3. Dialogue Planning: Robots need to skilled at both rec-
ognizing and producing subtle human behaviors vis-a-vis
dialogue (Briggs and Scheutz 2013) – for example, in the
above scenario, Cindy needs to both understand the supe-
riority in Commander Y’s voice when requesting a new
task, as well as inflect her own response with urgency
in order to indicate that the task at hand cannot be inter-
rupted. Negotiation is another possibility, for which the
robot needs to be informed by the task planner regarding
excuses (Göbelbecker et al. 2010) and other hypotheti-
cals.

4. Mental Modeling: The agent must be in a position to
model the beliefs and mental state of other agents that are
part of the scenario (Briggs and Scheutz 2012); in this
case, Cindy may want to model Commander Y’s mental
state to determine his location at the end of the first task.

5. Intent and Activity Recognition: Closely tied in to both
dialogue and mental modeling is the problem of recog-
nizing the intents of, and activities performed by, other
agents (Vail, Veloso, and Lafferty 2007). Humans are en-
dowed with these capabilities to a very sophisticated de-
gree, and agents that interact and team with humans must
possess them as well.

6. Architecture: Finally, the integrated architecture that all
these processes execute in plays a big role in determin-
ing the planning capabilities of the autonomous system.
A good control structure must display programmability,
adaptability, reactivity, consistent behavior, robustness,
and extensibility (Alami et al. 1998). By dint of having to

interact with humans, it must also fulfill the notions of at-
tending and following, advice-taking, and tasking (Kono-
lige et al. 1997). Finally, it must be able to detect and
recover from failure, and tide all the other planning com-
ponents over that failure.

3 Planning, and More Planning
As the above list shows, even a simple task requires various
kinds of planning components in order to present humans
with a seamless teaming experience. However, the mere
presence of these components is not enough – they must in-
teract in order to process data that comes in both from the
human team-member as well as the world, so that the sce-
nario objectives may be furthered. Figure 1 presents an out-
line of the various components described previously, and the
interactions among them. Here, we look at three of the most
important ones:

Task and Motion Planning The interaction between these
two kinds of planning is well-established; in the above sce-
nario, task planning sets the waypoints that must be visited
in order to fulfill the higher level goals, and these waypoints
are then passed on as goals themselves to the motion plan-
ning process. In return, the motion planning provides up-
dates to the task planner on new objects in the world, and
the current location of the robot.

Task and Dialogue Planning Real-world robotics appli-
cations are seeing an increase in the use of dialogue man-
agers as more and more systems try to interact with and en-
gage humans gainfully. On the one hand, dialogue systems
provide more information and context to task planners in the
form of instructions (goals), actions models and user prefer-
ences. In the reverse direction, task planners can be used
to inform robotic agents about relevant questions to ask in
order to elicit more information from humans, and to help
determine the tone and affect of the interaction.

Mental Modeling and Task Planning Many human-
robot teaming applications consider just the presence of one
agent in the world; however, the real world is more closely
approximated by multi-agent scenarios. Although a given
agent will not interact with all of the agents in the world
with the same degree of closeness, sometimes it is useful to
model those other agents. In the example scenario described
in Section 2, for instance, Cindy the robot must model
Commander Y’s mental state to some level in order to know
his possible location when she achieves her prior goal, so
that she may rendezvous with him. Similarly, given a model
as well as the goals of Commander Y, a task planner can be
used to simulate a mental model (in lieu of a real mental or
belief model).
The challenge – and opportunity – for the automated plan-
ning community is to develop algorithms and systems that
take all these interactions into account explicitly, in order to
support more real-world robotics applications.
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